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Abstract Graph representation learning has been widely used in neural architecture search as a part
of performance prediction models. Existing works focused mostly on neural graph similarity
without considering functionally similar networks with di�erent architectures. In this work,
we adress this issue by using meta-information of input images and output features of a
particular neural network. We extended the arch2vec model, a graph variational autoencoder
for neural architecture search, to learn from this novel kind of data in a semi-supervised
manner. We demonstrate our approach on the NAS-Bench-101 search space and the CIFAR-
10 dataset, and compare our model with the original arch2vec on a REINFORCE search task
and a performance prediction task. We also present a semi-supervised accuracy predictor,
and we discuss the advantages of both variants. The results are competitive with the original
model and show improved performance.

1 Introduction

Representation learning has been an essential part of the Neural Architecture Search (NAS) — while
some NAS systems use hand-designed encodings, other systems learn the representation of neural
graphs during the search or as a part of an unsupervised pretraining. These works focused on
architectural similarity, however, neural networks with di�erent architectures may still learn a
similar function of the input (Wei et al. (2016)). As so, including some meta-knowledge might lead
to improved representations of the search space.

In our work, we adress this problem by extending an existing model for unsupervised network
embedding, arch2vec (Yan et al. (2020)), with input-output meta-information (IO data). That is, we
learn the representation of a network and its output features on the input images. We construct
a novel IO dataset, and present a semi-supervised model that learns from this type of data. We
also compare the model with a variant that performs semi-supervised accuracy prediction. Both
models are evaluated on two NAS tasks — REINFORCE search and performance prediction on
NAS-Bench-101.

2 Related Work

Existing works used di�erent encodings for performance prediction and NAS optimization, such
as a string-based representation in PNAS, NAO and SemiNAS (Liu et al. (2018); Luo et al. (2018,
2020)), or path-based encoding in BANANAS (White et al. (2021)). Other systems used graph neural
networks to encode the architectures, for example as a performance predictor in BONAS (Shi et al.
(2020)) or GATES (Ning et al. (2020)), or in unsupervised embedding as in SVGe (Lukasik et al.
(2021)) and arch2vec (Yan et al. (2020)). We describe the arch2vec in more detail in the Appendix
(Section B). Graph neural networks have also been used as a part of surrogate benchmarks (Zela
et al. (2022)).

Some recent works used meta-information to improve the accuracy or running time of per-
formance prediction. FEAR ranks the architectures according to usefulness of extracted features
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(Dey et al. (2021)). Other work estimate the performance using scalar statistics (Philipp (2021);
Gracheva (2021)). As for meta-features related to network outputs, there exist metrics that measure
neural representation similarity, such as centered kernel alignment (CKA, Kornblith et al. (2019)).
However, to the authors’ knowledge, these have not been used in NAS yet.

3 The IO Dataset

In our work, we extend the arch2vec model, which learns from a dataset of architectures of a search
space. For our design, we introduce the IO-dataset, a set of triplets (=4C, 8=, >DC), where =4C is a
network architecture, 8= is the input image and >DC is the output obtained through passing 8= to =4C .
The >DC data can be any intermediate output of the network, e.g. feature maps or vector features.
We use the CIFAR-10 dataset and NAS-Bench-101 search space to create the dataset (Krizhevsky
(2009); Ying et al. (2019)). To reduce the training cost, we sampled 608 networks for the training
IO dataset and 77 for the validation set, and the networks were trained on the CIFAR-10 train set
(training details are in the Appendix (Section C).

The IO-dataset is created by passing input images from the CIFAR-10 validation set through
these networks. As the outputs, we use the features preceding the last dense layer (the output of
the global average pooling — a vector of size 512). We use only the top 10 most important features.

An issue with the dataset is that there is no ordering de�ned on the output features, meaning
that the output of the global average pooling of two di�erent networks may be the same, but
permuted. We propose the following preprocessing — the weights of the last dense layer determine
the feature importance of the global average pooling outputs for a target class. For an input image,
we choose the dense weights corresponding to the correct target image class. Then, we sort the
feature vector according to the weights, and we multiply the result and the weight vector. This
preprocessing ensures better comparability among the networks. It does not alleviate all shu�ing
errors — two networks may extract the same feature with a slightly di�erent importance, e.g. as
the second and third most important feature respectively. However, two very similar networks
should still have a similar response to the same image.

Figure 1: The architecture of our model.

4 The Extended Model

Now we describe how we extended the arch2vec model to learn from the IO dataset. Figure 1
shows the overall structure of the model. We will refer to our model as the IO model. We use the
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original arch2vec VAE to encode the neural architecture into the latent matrix / . The model has
two outputs — one is the graph reconstructed from the latent matrix, the other are the predicted
output features. The second output is present only in the labeled data. Our model is trained in a
semi-supervised manner on both labeled and unlabeled data. Full training details are described
in Section F in the Appendix. For comparison purposes, we also introduce a second model — a
semi-supervised accuracy predictor. Its architecture is described in the Appendix (Section E). We
will refer to the model as the Accuracy model.

5 Output Features Analysis
To gain insight into the IO dataset, we analyzed the output features and their relation to network
test accuracy. Figures 2 and 3 visualize the features for a single network and of all networks on a
single image respectively. We can see that there is a substantial variance between network outputs
in both cases.

Figure 2: Output features of a single network on
all train images.

Figure 3: Output features of all networks on a single
image.

Figure 4: Networks clustered by output features, clusters with size larger than 2 are shown.

Next, we analyzed the relation between the output features and network test accuracy. For
pairs of networks, we computed the mean squared error (MSE) of outputs given the same image,
and used the mean of the errors as pairwise network distance. Then, we performed agglomerative
clustering with complete linkage and distance threshold 0.4. The results are depicted in Figure 4.
We can see that there is some relation between feature similarity and test accuracy — for instance,
none of the worst performing networks are in a cluster with the best performing chosen networks,
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and there is not a cluster that would stretch across the whole range of accuraccies completely. This
indicates that along with architectural similarity, output features similarity may also correlate with
the actual performance.

6 REINFORCE and Performance Prediction on NAS-Bench-101

Figure 5: Reinforce search — 100 runs on
NAS-Bench-101.

Figure 6: Reinforce search — 100 runs on
NAS-Bench-101, time shifted by training time.

We ran the REINFORCE search on NAS-Bench-101 and CIFAR-10 dataset, and compared the
results of the IO model, Accuracy model and arch2vec. We used embeddings extracted after 10
epochs of training. Training of the IO and Accuracy model is described in the Appendix in Section
F, and details about the REINFORCE experiment are in Section G. We report the test regret, i.e.
the di�erence between the maximal accuracy of the search space and the accuracy of the best
performing network found during the search. Model 1 and model 2 denote di�erent embedding
methods also described in the Appendix. We can see that both Accuracy and IO models perform the
same as the original arch2vec when the same embedding method is used (model 1). The arch2vec
trained jointly with the IO model and the other embedding method (model 2) performs worse.

Figure 7: Pearson’s r across di�erent sample sizes. Figure 8: RMSE across di�erent sample sizes.
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To compare the models, we repeated the performance prediction experiment from the original
arch2vec paper (Yan et al. (2020)). The experiment is described in Section H in the Appendix. We
used a random forest in place of the gaussian process used in arch2vec due to reproducibility
reasons. Figures 7 and 8 depict the distributions of Pearson’s r and RMSE respectively across the
10 seeds 1. We can see that the arch2vec is consistent across all sample sizes, while the Accuracy
and IO model increase with sample size, surpassing the arch2vec models for some sample sizes.
The second embedding method (�atten) performed better than the �rst method, and the Accuracy
model yields overall better results than the IO model. Also, the original arch2vec method does not
yield good results for smaller sample sizes, which is a suprising result.

7 Conclusion

In this work, we presented a novel approach to neural graph embedding. It is an extension of the
graph variational autoencoder arch2vec in that it learns from input-output meta-information. We
analyzed the output features and their relation to test accuracy of networks. We compared our model
with a semi-supervised accuracy predictor and the arch2vec on two NAS tasks — REINFORCE-based
search, and performance prediction with random forest. On the performance prediction task, we
outperformed the arch2vec on larger sample sizes, while in the REINFORCE tasks, we matched the
original results.

The followup work will focus on several directions. In case of the IO-dataset, an important
question is if the results improve with more labeled networks or images. Another topic is the
comparison of output features between networks, exploring di�erent strategies such as the usage of
metrics like CKA or utilizing feature maps instead of feature vectors. The work should be extended
to other common search spaces like NAS-Bench-201 or DARTS (Dong and Yang (2020); Liu et al.
(2019)), and transfer learning capabilities should be explored. Overall, we have shown that although
the original arch2vec outperformed the surrogate model trained in a supervised manner during
the NAS search task, the semi-supervised approaches may bring an additional improvement to the
results.

8 Limitations and Broader Impact Statement

The limitations of our work are mainly in the small number of labeled networks. This may explain
the validation loss results, which could improve and be more stable with a larger train set. The
instability between seeds also seemed to a�ect the results of the NAS tasks. Another possibility is
to increase the training time of the IO model.

The results of the Accuracy model in performance prediction were better that the results of the
IO model. However, it is important to note that for every IO batch, the Accuracy model receives the
accuracy label of the network that produced the output, leading to a larger supervision signal. As
so, the results should be analyzed across di�erent numbers of epochs. Extensions to other search
spaces (NAS-Bench-201 or DARTS) might provide more insight as well.

Our research falls into the machine learning techniques area. The main impact on NAS research
is the introduction of semi-supervised embedding methods that utilize meta-information. This
class of methods may help to reduce the resource needs by accurately estimating the performance
of networks, avoiding the training. This has a positive in�uence on the environmental aspect of
NAS. However, the overall cost remains relatively high.

Like all NAS and AutoML methods, the societal implications are the accessibility of better
models to wider application areas outside the machine learning community. The performance
prediction models in particular make machine learning more available to users and researchers
with less computational power than leading companies in the �eld.

1We provide the same results summarized in Tables 6 and 7 in the Appendix.
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9 Reproducibility Checklist
1. For all authors. . .

(a) Do the main claims made in the abstract and introduction accurately re�ect the paper’s
contributions and scope? [Yes]

(b) Did you describe the limitations of your work? [Yes]

(c) Did you discuss any potential negative societal impacts of your work? [Yes]

(d) Have you read the ethics author’s and review guidelines and ensured that your paper
conforms to them? https://automl.cc/ethics-accessibility/ [Yes]

2. If you are including theoretical results. . .

(a) Did you state the full set of assumptions of all theoretical results? [N/A]

(b) Did you include complete proofs of all theoretical results? [N/A]

3. If you ran experiments. . .

(a) Did you include the code, data, and instructions needed to reproduce the main experimen-
tal results, including all requirements (e.g., requirements.txt with explicit version), an
instructive README with installation, and execution commands (either in the supplemental
material or as a url)? [Yes]

(b) Did you include the raw results of running the given instructions on the given code and
data? [Yes]

(c) Did you include scripts and commands that can be used to generate the �gures and tables
in your paper based on the raw results of the code, data, and instructions given? [Yes]

(d) Did you ensure su�cient code quality such that your code can be safely executed and the
code is properly documented? [Yes]

(e) Did you specify all the training details (e.g., data splits, pre-processing, search spaces, �xed
hyperparameter settings, and how they were chosen)? [Yes]

(f) Did you ensure that you compared di�erent methods (including your own) exactly on
the same benchmarks, including the same datasets, search space, code for training and
hyperparameters for that code? [Yes] Comparisons with more methods and on more search
spaces will be the subject of future work. This work is the introduction of the general
concept.

(g) Did you run ablation studies to assess the impact of di�erent components of your approach?
[Yes] More extensive evaluation will also be a part of future works.

(h) Did you use the same evaluation protocol for the methods being compared? [Yes]

(i) Did you compare performance over time? [Yes] In REINFORCE, we accounted for the
training time of the models. The evaluation across the epochs should be explored in future
extensions.

(j) Did you perform multiple runs of your experiments and report random seeds? [Yes]

(k) Did you report error bars (e.g., with respect to the random seed after running experiments
multiple times)? [Yes]

(l) Did you use tabular or surrogate benchmarks for in-depth evaluations? [Yes] We used the
tabular benchmark NAS-Bench-101.
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(m) Did you include the total amount of compute and the type of resources used (e.g., type of
gpus, internal cluster, or cloud provider)? [Yes] We included the training time of the models
(main paper) as well as the resources (appendix).

(n) Did you report how you tuned hyperparameters, and what time and resources this required
(if they were not automatically tuned by your AutoML method, e.g. in a nas approach; and
also hyperparameters of your own method)? [N/A] Most of the hyperparameters were kept
the same as the original arch2vec. Hyperparameter selection of our model was based on
preliminary results which were a part of the author’s thesis (anonymized).

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets. . .

(a) If your work uses existing assets, did you cite the creators? [Yes]

(b) Did you mention the license of the assets? [Yes] In the supplementary materials.

(c) Did you include any new assets either in the supplemental material or as a url? [Yes]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [Yes] arch2vec is openly available

(e) Did you discuss whether the data you are using/curating contains personally identi�able
information or o�ensive content? [N/A] Applies to CIFAR-10 and NAS-Bench-101.

5. If you used crowdsourcing or conducted research with human subjects. . .

(a) Did you include the full text of instructions given to participants and screenshots, if appli-
cable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review Board
(irb) approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount spent
on participant compensation? [N/A]
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A Graph Neural Networks

The graph neural networks have been used in performance prediction for neural architecture search
due to their ability to process neural graphs. One of the commonly used architectures is the Graph
Convolutional Network (GCN) (Kipf and Welling (2017)).

Let us denote the node features as - ∈ '=×: (= is the number of nodes, : is the dimension of
features), the matrix of node degrees as � (�88 is the number of outgoing edges from node 8), and
the adjacency matrix as � (�8 9 is 0 if there is an edge from node 8 to node 9 , otherwise 1). Moreover,
let the �lter 6\ = Θ8 9 be a matrix of learnable parameters. Then, the convolution is de�ned as
follows:

- = - ∗� 6\ = 5 (�̄-Θ), (1)

where �̄ = �= + �−
1
2��−

1
2 and 5 (·) is the activation function.

While the GCN has been successfully applied in many applications (e.g. in BONAS (Shi et al.
(2020)), Xu et al. (2019) have shown that it is unable to distinguish graphs based on the embeddings
the network learns. To alleviate this issue, the authors proposed the Graph Isomorphism Network
(GIN). In this network, we have a stack of convolutional layers, where the node features after
applying the :-th layer are computed as follows:

ℎ
(:)
E = "!% ((1 + n (:) )ℎ (:−1)

E +
∑

D∈# (E)
ℎ
(:−1)
D ) (2)

In this equation, ℎ (:)E are the features of node E after applying : convolutions, # (E) are neighbors
of node E , MLP is a multilayer perceptron, and n is a learnable parameter.

Similar to the variational autoencoder composed from convolutional neural networks (Kingma
and Welling (2014)), the Variational Graph Autoencoder (VGAE) was proposed (Kipf and Welling
(2016)). The encoder part consists of GCN layers, and instead of a latent vector we have a latent
matrix (dimensions are = × ; , = is the number of nodes and ; is a hyperparameter). The decoder
is simply the inner product between the rows of the latent matrix, only the adjacency matrix is
decoded — the inner product of 8-th and 9-th rows is �8 9 . Compared to VGAE, the authors of
arch2vec (Yan et al. (2020)) have used the GIN layers due to their good embedding properties, and
they decode node features as well.

More information on graph neural networks can be found in the survey by Wu et al. (2021).

B The arch2vec Model

The arch2vec is a variational graph autoencoder similar to VGAE (Kipf and Welling (2016)) with
some di�erences — it uses Graph Isomorphism Network (GIN) layers (Xu et al. (2019)) instead of
Graph Convolutional Network (GCN) layers (Kipf and Welling (2017)), and unlike VGAE , its output
is not only the decoded adjacency matrix, but the features as well. The features -̂ are decoded
using a dense layer with softmax activation, and the adjacency matrix �̂ through inner product of
latent vectors. Since -̂ and �̂ are reconstructed independently, it holds:

% (�̂, -̂ |/ ) = ? (-̂ |/ ) · % (�̂|/ ).

The optimised loss is the variational lower bound (Equation 3).

! = E@q (/ |-,�) [log?\ (-,�|/ )] − � ! (@q (/ |-,�) | | ?\ (/ )) (3)

During the training, the input matrix � is augmented to �̄ = � +�) to allow information �ow in
both directions.

10



C Pretraining Details

We sampled 608 training networks and 77 validation networks from the train and test set respectively,
using the same split of the search space as in arch2vec. Figure 9 shows the distribution of test losses
of the chosen networks — the majority of all NAS-Bench-101 networks has an accuracy higher
than 0.9, so the distribution is skewed. From the CIFAR-10 dataset, we split o� a validation set of
size 1 000, and pretrained the networks on the rest of the train set.

Figure 9: Accuracy distribution of the 608
networks selected for the la-
beled train set.

The training was done according to the NAS-Bench-
101 paper (Ying et al. (2019)) with some di�erences. Since
arch2vec is implemented in PyTorch (Paszke et al. (2019)),
we did not use the original TensorFlow implementa-
tion of NAS-Bench-101, but a PyTorch implementation
(NASBench-PyTorch2 (Hong (2013)). We used the same
augmentation techniques and most of the hyperparameters,
although we had to alter some settings due to resource lim-
its (batch size 128, 12 training epochs, batch normalization
and learning rate set to default values).

We performed the training on a cluster with the follow-
ing resources per training process:

• 16 GB GPU (nVidia Tesla T4)

• 4 core CPU (Intel(R) Xeon(R) Gold 5218 CPU @ 2.30GHz,
total 16 cores)

• 16 GB RAM

Table 1 summarizes the hyperparameters used for network pretraining on the CIFAR-10 dataset.

Table 1: Pretraining hyperparameters for NAS-Bench-101 networks — our settings.

hyperparameters
batch size 128
initial convolution �lters 128
validation size 1000
num_workers 4
num_epochs 12
gradient clipping norm 5
optimizer SGD
initial learning rate 0.025
�nal learning rate 0.0
momentum 0.9
weight_decay 10−4

learning rate schedule cosine annealing

D Labeled Datasets

The train set was created by passing training CIFAR-10 images (or seen images) through training
networks. Furthermore, there are two validation datasets — one with seen images and unseen
(validation) networks, the second with unseen images and seen (training) networks. The latter is
created from a fraction of the test set — we selected 2 000 random images from the CIFAR-10 test

2Used with kind permission of the author, Romulus Hong.
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set (denoted test_2k), and evaluated train networks on it. We used the results of 0.1 of training
networks (61 networks) to create the aforementioned validation set, and the remaining networks
to create the test set. The second test set are then unseen networks evaluated on unseen images
from test_2k. Table 2 lists the datasets along with the number of examples.

Table 2: Division into train/validation/test datasets according to source dataset types.

labeled networks CIFAR-10 dataset size
train train validation 608 000
validation validation validation 77 000
validation 0.1 train test_2k 122 000
test 0.9 train test_2k 1 094 000
test validation test_2k 154 000

E Accuracy Model

In this Section, we describe the Accuracy model. Its architecture is similar to the IO model (Figure
1), but instead of processing images, it only passes the �attened embedding through the series of
dense layers. In other words, looking at Figure 1, the layers from input image to concat are excluded,
and the Z vector is connected directly to the two dense – dropout – ReLU layers. The Accuracy
model is trained on the same batches as the IO model, but it predicts test accuracy of networks
instead of their output features.

F Training Details

As there is more labeled than unlabeled data, we interchangeably train on 300 labeled batches
followed by 200 unlabeled batches. For unlabeled batches, we optimize the original loss — variational
lower bound with gaussian prior. The loss for labeled batches is the sum of the unlabeled loss and
L1 loss between the predicted and original output features.

Table 3: Default model hyperparameters

hyperparameter

latent dimension 16
adjacency activation sigmoid
operations activations softmax
reconstruction loss binary crossentropy
dropout 0.3
GIN MLP layers 2
GIN MLP features 128
GIN iterations per layer 5

batch size 32
epochs 10
labeled loss MSE
seeds 1, 2, 3

optimizer Adam
learning rate 10−3

betas [0.9, 0.999]
eps 10−8

Table 3 summarizes the training hyperparameters used. Most of them are the same as in
arch2vec, only the number of epochs is larger (originally 8 epochs). The preprocessing of neural
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architectures is the same as in the arch2vec implementation (Section B). The training was performed
using the following resources:

• 8 GB GPU (nVidia GeForce RTX 2070)

• 16 core CPU (Intel(R) Core(TM) i9-9900K CPU @ 3.60GHz)

• 32 GB RAM

Figure 10: Train and validation losses (unseen networks
and unseen images) of the IO model.

Figure 11: Train and validation loss of
the Accuracy model.

We trained the models from Section 4 on the IO-dataset for 10 epochs on 3 di�erent seeds.
Figures 10 and 11 show the train and validation losses for both models. In case of the IO model, we
also compute the baseline — we take the mean vector of the output features in the dataset, and we
compute the corresponding MSE loss between the examples and the mean. We report the mean
of the losses and its 95% con�dence interval. While the IO model seems to improve on unseen
images during the training, the unseen networks are challenging — although the loss is below
the baseline, it does not improve during the training. The validation loss for the Accuracy model
slightly decreases, but �uctuates. After the training, the IO model was evaluated on the two test
sets, the results are below the baseline and summarized in Table 5. Table 4 summarizes the main
metrics for both models — validity, uniqueness and reconstruction accuraccies — which however
do not di�er from the original arch2vec.

Table 4: Metrics after epoch 10 (validity, uniqueness and reconstruction accuracies).

model validity uniqueness operators accuracy adjacency accuracy running time

arch2vec 0.467 0.994 0.978 0.986 -*

Accuracy Model 0.466 0.993 0.978 0.983 3544 s
IO Model 0.474 0.993 0.978 0.985 9310 s*

*IO Model and arch2vec were trained together and ran for 9310 seconds total.

Table 5: MSE loss of the IO model on the labeled test sets.

test set loss mean loss std baseline 0.95 ci

unseen nets, unseen images 0.0279 0.0002 0.0319 0.0001
seen nets, unseen images (0.9)* 0.0299 0.0002 0.0361 0.0001
*The other 0.1 of this test set was used as the validation set.
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G REINFORCE Experiment Details
For REINFORCE and performance prediction experiments, network embeddings have to be extracted
using the trained models. For IO and Accuracy models, the embeddings are extracted in two di�erent
ways — the �rst method is the same as in the original arch2vec (Yan et al. (2020)), namely the mean
of the latent node representations (denoted model 1), the second is the output of the �atten layer
(see Figure 1) just before applying ReLU (denoted model 2). In case of arch2vec, we evaluate the
arch2vec trained on the same batches as the IO model, as well as ‘arch2vec original’ trained as in
the original paper (for 8 epochs).

We ran the REINFORCE search 100 times for all models, and we used the same run settings as
in the original arch2vec paper — estimated 106 seconds limit per one run (via querying NAS–Bench-
101). Additionally, we report results with time shifted by the training time of the 608 networks used
for IO and Accuracy model training (Figure 6) — to each timepoint, the sum of network training
times (approximately 1.3 · 105 seconds) is added. This way, we account for the pretraining time
that is not necessary in case of arch2vec.

H Performance Prediction Experiment Details
In this section, we descibe the performance prediction experiment from the original arch2vec paper,
and how we modi�ed it. The authors trained a gaussian process regressor on 250 randomly chosen
latent features for 10 di�erent seeds, and then predicted the performance of the other architectures.
The evaluation was done only for networks with accuracy larger than 0.8. The authors reported
two metrics, Pearson’s correlation coe�cient r (0.67 ± 0.02) and RMSE (0.018 ± 0.001), for the test
accuracy prediction task.

Table 6: Pearson’s r across di�erent sample sizes.

608 2 500 10 000
Accuracy Model 1 0.669 ± 0.004 0.724 ± 0.012 0.758 ± 0.005
Accuracy Model 2 0.683 ± 0.004 0.679 ± 0.015 0.686 ± 0.010
IO Model 1 0.686 ± 0.005 0.713 ± 0.011 0.732 ± 0.009
IO Model 2 0.653 ± 0.011 0.685 ± 0.017 0.690 ± 0.008
arch2vec 0.699 ± 0.005 0.688 ± 0.011 0.701 ± 0.008
arch2vec original 0.615 ± 0.011 0.660 ± 0.015 0.688 ± 0.009

We used the same embeddings as in the previous experiment, and we tried di�erent train set
sizes. Unfortunately, we were not able to reproduce the results, since the authors did not report the
exact settings for the gaussian process. As so, we used a random forest (with 200 estimators and
max features 4), since it yielded the best results from other common regressors.

Table 7: RMSE across di�erent sample sizes.

608 2 500 10 000
Accuracy Model 1 0.0164 ± 0.0001 0.0174 ± 0.0010 0.0177 ± 0.0006
Accuracy Model 2 0.0174 ± 0.0002 0.0203 ± 0.0013 0.0211 ± 0.0010
IO Model 1 0.0167 ± 0.0001 0.0184 ± 0.0012 0.0191 ± 0.0008
IO Model 2 0.0201 ± 0.0007 0.0208 ± 0.0016 0.0214 ± 0.0009
arch2vec 0.0170 ± 0.0002 0.0204 ± 0.0013 0.0209 ± 0.0009
arch2vec original 0.0183 ± 0.0003 0.0197 ± 0.0012 0.0201 ± 0.0009

Tables 6 and 7 summarize the results of the performance prediction experiment (same results
as in Figures 7 and 8). The Accuracy model is signi�cantly better than the other models in most of
the cases, but the IO model signi�cantly surpasses the arch2vec in Pearson’s r on larger sample
sizes as well.
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